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1 Introduction
Republic of Serbia has strategic location within Europe as a transit country. The 80% of foreign transport in Serbia is transit. An EU-compatible system, that allows strengthen cooperation with its EU neighbours, will improve the traceability of restricted goods and assist with Trade Facilitation. Harmonisation with the EU system and membership of the Common Transit Convention are important steps towards to Serbia’s accession to the EU.
In light of the aboves, the project “Administrative Capacity Building of the Customs Administration for the Full Implementation of the Common EU Transit System” has been initiated with the aim of preparing the Customs Administration of Serbia (CAS) for implementation of an EU compatible system for Common Transit including guarantee management, simplified procedures and authorised economic operator (AEO). The more specific objectives of the project are
1. Speeding up and facilitating the transit procedures on border crossing points;

2. Assisting the CAS to set up Common Transit corresponding administrative, legal and equipment structures and preparing for the implementation of an NCTS-compatible transit system;

3. Joining the Convention on Common Transit.

As a first phase of the above mentioned programme, to support the later implementation and operation of an NCTS-compatible transit system, a separate hardware/software supply tender procedure has been initiated. This phase provide separate funding for the procurement of hardware and software, in order to

4. Ability to store/share relevant data;
5. Enable migration of legacy data;
6. Store message contents.
Upgrading and renewing IT system components in order to align IT storage and processing capabilities will help CAS IT sector with the upcoming interoperability requirements of the NCTS implementation.

2 Background

2.1 Current CAS Operations
2.1.1 Business Environment

Republic of Serbia is strategically located in Europe as a transit country. The government undertakes financial, legislational and organizational efforts to enhance the competitiveness of the local transit routes, especially Corridor X, in order to increase the financial benefits from it.
The Customs Administration of Serbia (CAS) is part of the Ministry of Finance and responsible for the collection of customs duties and excises and VAT on imports, as well as for prevention of illegal imports and exports. The CAS is structured in three hierarchical levels: the headquarters located in Belgrade, 13 regional customs houses, and over 140 customs offices. The CAS employs over 2500 staff.

There is an ongoing reform of modernization and re-organization on all hierarchical levels. The objectives of the reforms are

· To increase the efficiency in organizational and operative level;

· To introduce efficient and transparent customs procedures, like “single electronic window”;

· To harmonize and implement harmonized customs legislation;

· To achieve better cooperation with the business community by strengthening the client-oriented approach.

As part of the harmonization with the EU customs procedures and systems, CAS has already performed some initial steps:
· The single administrative document (SAD) is used, but currently not all boxes are completed as in the EU;

· Risk assessment is already performed by applying risk profiles on the movement of goods and persons; however, the IT system needs to be enhanced to fully exploit this initiative;

· There is electronic submission of declarations but no electronic clearance of goods;

· There has already been a feasibility study on the Single Electronic Window project for which Customs will be the executing agency within Serbia;

· A new version of the Customs Law came into force on May 3rd 2010. The implementing provisions to supplement this law are being produced within the Ministry of Finance and a draft to be reviewed by CAS is expected in September 2010.

2.1.2 IT Environment

The Customs Information System (CIS) of CAS is a complex, integrated, interactive and robust self-developed and self-maintained system. The CIS is a centralized system, with distributed processing between central and local servers.

The core system, the applications for the central staff and the main database is located in a central IBM Z800 mainframe server. The end-user applications for the local customs offices and a temporary database are deployed on the 101 regional IBM AS400 servers those are connecting to the central infrastructure in star topology. These systems enable the end-user interactions for the regional staff and store data temporarily until successful validation. On successful validation the data is being transmitted to the central server, which stores them permanently. This architecture gives fault tolerance to the network issues, as the local staff can continue working even if the connection to the central sever is dropped, as the data might be synchronized back to the center later.

The deployment of the regional applications is also managed centrally by corresponding tools of IBM.
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Figure 1. CIS Server/Workstation Topology
The CIS is operating 7/24 in 365 day a year serving the central staff of 2500 people, the 13 custom houses and over 140 field offices under controlled access levels to perform over 100,000 transactions per day.
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Figure 2. SCA Information System Modules
The CIS consists of 12 subsystems:
· General: user management, reference data management, network configuration, data replication service management, backup management. 

· Legislative: legislation data base, tariff management, international trade agreements, customs valuation. 

· Transit: declaration management (SAD, TIR, ATA, SD), confirmation that goods reached destination, examination report management, road tax administration, etc. 

· Clearance: declaration management (SAD), examining and releasing of goods, sampling and laboratory analyses, etc. SCA IS supported all the necessary clearance procedures of developed countries, i.e., import, export, temporary import/export, inward processing, outward processing, re-import/export, processing under customs control and warehousing. 

· Administrative and Offence Procedures: administrative procedures management, request and permission management for customs procedures with economic impact, offence procedure management.

· Organisation, Resources and Education: organization and systematization, staff evidence, etc.

· Revenue Collection: payment management, calculation of interest, bank guarantee management, funds transfer to different budget accounts, etc.

· Statistics: passenger data, vehicles data, offences, etc.
· Customs Passenger Declaration: processing the declaration, calculating and charging customs duties for goods that passengers carry with them.

· Risk Analysis: risk analysis system management.

· Direct Traders Input: processing of electronically submitted Single Administrative Document (SAD) / Summary Declaration (SD).

· Old ISCS: IS valid till 31st December 2003, based on former Customs Law and Legislation.

Apart from the Customs IT System, CAS uses a range of open architecture servers running various applications and databases on Microsoft Windows Server platform in order to provide supportive IT systems for the organization.
2.1.3 Central IT Environment

The central CAS IT infrastructure consist of the IBM Mainframe server, a range of 40 open architecture servers, an IBM storage and an EMC storage array.

[image: image4.png]IBM Mainframe

Open Architecture Servers AS400 Servers

0

1BM Storage EMC Storage





Figure 3. CIS Center Topology
2.1.3.1 IBM Mainframe

2.1.3.1.1 Hardware

The IBM Mainframe server has the following configuration:
	Category
	Specification

	Production System and Development system
	IBM Z800, Model X02

Split into two logical partitions:

- Logical Partition 1: Production Environment with 6GB RAM

- Logical Partition 2: Development and Test Environment

	Development System
	PC server, with Hercules Open Source z/Architecture Emulator

	External Storage 1
	ESS800, Model 2105
8 GB and 22 GB disks

1.26 TB formatted

Dedicated to IBM Mainframe

RAID 5

	External Storage 2
	DSS8000, Model 2107

146 GB disks

7 TB formatted

5 TB dedicated to IBM mainframe

2 TB dedicated to open architecture systems

RAID 5

	Tape System
	Model 3590 – A14


The systems use no local storages for the operating system and operating data, every information reside on the storage arrays.

The DSS8000 storage is a newer and better architecture. There is an ongoing project to migrate all data from the ESS800 to the DSS8000 array and remove the ESS800 from production, using it as a backup solution in case of failover of main storage array.

2.1.3.1.2 Software

The IBM Mainframe servers utilize the following softwares:

	Category
	Specification

	Production and Development Environment
	Z800 – Z/OS, DB2 v8, CICS v3.1, WebSphere v5.1, REXX, PL/I, COBOL


The vast majority of the CIS applications are written in CSP/AD, utilizing DB2 as database management and CICS as transaction management. In some case, for messaging purpose WebSphere MQ 6.0 is used, but the transactions between the local AS400 and the central Mainframe servers are mostly controlled by the CICS.

There is a fallback procedure in place for the case if the data transfer between the AS400 and the Mainframe fails due to network issues.

The size of the DB2 database, with all the 15 years online data, is approximately 200 GB, but the total disk usage of the whole system is cca. 1.5 TB. According to CAS, the expected increase of the database is cca. 300 GB in the next 5 years.

2.1.3.1.3 Usage
According to the last measurement, which took place in early August 2010, the database performed 15.000 transactions in the 30 minutes measure time, having 99% of the transactions to be successfully complete between 0.5 and 1 second.
Per month a number of 257.745 transactions are performed on the declaration header data of all declaration types, from which 83.245 are insert (new records). This is calculated from the last 3 months statistics.

Per month a number of 307.670 transactions are performed on the declaration item data of all declaration types, from which 116.590 are insert (new records). This is calculated from the last 3 months statistics.

2.1.3.2 Open Architecture Servers

2.1.3.2.1 Hardware

The central open architecture server infrastructure of CAS includes of approximately 50 physical servers and an additional 15 virtual servers. The open architecture server configuration range consists of the following types.

	Quantity
	Specification

	1
	Fujitsu Primergy RX600S4

4 x 6 core processors, 2.40 GHz/ 3x3 MB L2, 12 MB L3 / 90W
64 GB RAM

73 GB 2,5-inch SAS

Rack-mount

	1
	Fujitsu Primergy RX300S5

4 x 4 core processors

16 GB RAM

Rack-mount

	10
	Dell PowerEdge 1800
Standard configuration

Rack-mount

	10
	Dell 2850
Standard configuration

Rack-mount

	10
	Dell 2950
Standard configuration

Rack-mount

	18 (approx.)
	PC workstation configurations used as servers

Mostly 1 x Intel Zeon e7450 processor (2.4 GHz)


The average workload of the servers are 10%-20%, the peak load is 60%-70%.

The open architecture servers – apart from their local storage and the previously mentioned IBM DSS8000 – use a central storage solution of the following specification:

	Quantity
	Specification

	1
	EMC CX300

40 x 300GB (10 krpm) disk = 1.2 TB raw capacity


The above mentioned storage operates with 40-60 percent workload both in terms of processing and space used.

2.1.3.2.2 Software

The open architecture servers run Microsoft Windows Server operating systems and various products using mostly Microsoft technologies.
Various supporting customs system are using Microsoft SQL database running on these servers.
2.1.4 Regional Offices IT Environment

2.1.4.1 AS400 Servers

2.1.4.1.1 Hardware/Software
Regional Offices use IBM AS/400 servers of three types: iSeries, pSeries and Power 6). The hardware configuration of these are the following
	Category
	Specification

	iSeries
	54 units of IBM AS/400, Model 9406-520 iSeries with different processors:
7450 – 4 units,

7451 – 8 units,

7459 – 11 units,

7350 – 15 units,

7352 – 11 units,

7734 – 5 units.

depending on purpose (location).

OS: V5R3M5

	pSeries
	6 units of iSeries with different processors:

p55A – 4 units

p52A – 2 units,

Tivoli Storage Manager v5.4.

OS: AIX 5.3.5

	Power 6
	2 units of IBM 8203-E4A

OS V6R1

MIMIX – replication tool


2.1.4.1.2 Usage
The main functionalities of the various servers per category are the followings:
	Category
	Functionalities

	iSeries
	1. Processing all the basic custom documentation (Single Administrative Document, TIR Carnet, ATA Carnet, Summary Declaration),

2. Application server,

3. Local database – used for storing the data temporarily to ensure high level of availability. (The majority of the tasks can be continued even in case of connection drop to the central environment and the synchronization is performed automatically once the connection is reestablished.)

	pSeries
	- HMC console for monitoring iSeries field servers
- Tivoli Storage Manager

	Power 6
	- “High Availability” solution for complete copy of the production server (all applications, configurations and databases)
- Automatic replication of the Electronic Submission of Declaration subsystem

- MIMIX business continuity solution


2.2 Backup and Recovery

CAS currently use separate backup and recovery systems for the IBM Mainframe and the Open Architecture servers.

For the IBM Mainframe server a daily automated process performs the backup of all applications, configurations, databases and log files into a separate volume within the production disk array. When the used space on the dedicated disks reach 80%, the system automatically utilizes the tape archiving and then removes the archived data until reaching 60%.
To fulfil the current procedural regulations of the CAS, all the data within the CIS is kept online since 1995 and none of the data is being archived.
For the Open Architecture servers CAS use Microsoft Data Protection Manager (DPM).
2.3 Planned Environment

The diagram below depicts the typical NCTS environment, which enables the connecting national domain in full-scale functionality with DG TAXUD and other CTC member states in their interconnectivity and interoperability.

The national domain for the accession countries provide the basis for storing, converting and transferring customs messages via the Common Communication Network / Common Service Infrastructure (CCN/CSI). Hence the interconnectivity is realized amongst the members of CTC via their use of the NCTS IT environments.


[image: image5]
Figure 4. Complete NCTS Topology
The purpose of this Technical Specification is to address further evolving interoperability requirements towards the future NCTS environment.

The technical objectives of the current tender procedure are three-fold:

7. To increase the storage capacity of CAS by purchasing a solution that can be shared amongst the complete central server infrastructure;
8. To increase the processing capabilities of CAS, enhance the reliability of the infrastructure and the ease of maintenance by purchasing physical data processing servers and server virtualization solution;
9. To prepare to the data migration of turning the current CIS into an EU-compliant system by purchasing data migration technology and consultancy.

The picture below shows the planned environment containing the new storage and data processing solution.
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Figure 5. Extended CIS Center Topology
3 General conditions

3.1 Equivalence Disclaimer

Disclaimer: Whenever a specific name of a product is mentioned a sufficiently precise and fully intelligible description is not possible, and it has to be understood as that product or its equivalent.

Where one or more products are mentioned consecutively, no preference is to be inferred from the order in which they are mentioned. It must be understood that the products indicate the type of functionality required.

3.2 Rule of Origin

All goods supplied under this contract must originate in one or more of the country or territory of the regions covered and/or authorised by the specific instruments applicable to the programme under which the contract is financed i.e. IPA programme.
3.3 CE Compliance

Products must be in conformity with relevant CE regulation / norms if applicable.

3.4 Place of Delivery

All deliverables should be shipped to and installed at the following location:

Customs Administration of Serbia

Narodnih Heroja 63, Novi Beograd, Serbia
3.5 Minimum Specification

All specifications in this Technical Specification are given as minimum specifications. The Supplier must propose all additional hardware and software enhancements to satisfy performance and availability requirements required in this Technical Specification.

3.6 Compatibility

All proposed system hardware and software components must be compatible with each other and with the current equipment of the CAS described in detail in the following sections.
4 Supplies to be Provided
Following equipment shall be supplied with given quantities.
	#
	Item
	Quantity

	1. 
	Storage solution
	1 solution (15+25 TB)

	2. 
	Data processing servers
	4 system

	3. 
	Storage management console software
	1 management console and monitoring for the whole proposed storage solution

	4. 
	Server management console software
	1 management console and monitoring for all proposed servers

	5. 
	Data migration solution
	1 system with 5 concurrent user licenses

	6. 
	Backup and recovery solution
	1 system with backup and recovery solution for the proposed storage solution


4.1 Storage Solution Requirements

	#
	Description

	R 1. 
	The Storage solution should fulfil the following requirements:
- RACK mount;

- Support for FC and FC SATA HDDs in the same physical enclosure or expansion;

- Support Flash-SDD disks;

- Redundant power supplies and fans.

	R 2. 
	The storage solution should provide additional capacity to existing CAS storage as folowing:
- 3 TB space on enterprise level disks with 15 krpm speed for IBM mainframe and AS/400 servers;
- 12 TB space on enterprise level disks with 15 krpm speed for open systems;

- 25 TB space on SATA disks for open systems.

	R 3. 
	The storage system should be extendable up to 80 TB with 8 storage controllers

	R 4. 
	The storage solution should have the following minimum characteristics

- Minimum 2 controllers;

- Minimum 24GB cache;

- Support for following protocols: 4 Gbps Fiber Channel, 8 Gbps Fiber Channel and 1Gbps iSCSI (over Ethernet);
- Support for Multipath I/O, fail-over and load balancing;

- Supporting DAS and SAN;

- Software support for migrating data online to and from EMC and IBM storage.

	R 5. 
	The storage system should support various operating systems including the IBM z/OS, OS400, Unix, Linux, and Microsoft Windows.

	R 6. 
	The storage system should support RAID 0, 1, 5, 6, 10

	R 7. 
	The storage system should provide:

- Support for encryption;

- Licenses to support of the attachment of unlimited servers;

- Support for dynamic expansion;

- Non-disruptive upgrades and operations;

- Hot-plug capability for all system components;

- On-line data migration within separate system layers or disk groups, with no interruption of production and data availability and no additional hardware

	R 8. 
	The storage system should provide a following virtualization characteristics:

- 24 GB cache memory per controller

- Minimum of 8 Fiber Channel Host ports

- Minimum of 4 Gigabit Ethernet iSCSI ports

	R 9. 
	The storage system should support online migration of existing disk volumes to new FC attached storage server as well as migration from and to storage servers. (optional)


4.2 Data Processing Server Requirements
	#
	Description

	R 10. 
	Chassis and Power supply

- RACK Mount

- Redundant power supply

	R 11. 
	Motherboard:

- Processor and Chipset on the motherboard with support for 64bit CPU and multicore CPU must be from the same manufacturer

- CPU sockets – min. 4

- PCIe slot – min. 6

- Rear: USB 2.0 – min. 2

- Front: USB 2.0 – min. 2

- Serial port

	R 12. 
	Processor

- Number of processors – min. 4

- Speed – min. 2.00 GHz

- Number of cores per processor – min. 8

- 64bit

- L2 Cache – min. 2 MB

- L3 Cache – min. 18 MB

	R 13. 
	Memory

- Speed – min. 1066 MHz

- ECC

- Capacity – min. 128 GB

- Extendable to 256 GB

- Standard mode installation (interleaved)

	R 14. 
	Local HD & HD Configuration

- Capacity – min. 4 TB
- Speed – min. 7.200 rpm

- SATA or Near-line SAS

- Hot-plug

- RAID 0,1,5,10

	R 15. 
	DVD ROM drive

	R 16. 
	Network interface card (NOT On-board, Integrated or Embedded)

- Dual Port, 1 GbE, PCIe slot NIC – min. 4

- NIC with Fail-over and Load-balancing

	R 17. 
	- 2 x Dual Port, 8 Gb, Optical Fiber Channel Host Bus Adapter
- Support for Multipath I/O, fail-over and load balancing;
- Software support for the existing and new storage.

	R 18. 
	Operating System Support

- Latest version of Microsoft Windows Server OS

- Linux


4.3 Management Console Requirements

4.3.1 Storage Management Console

	#
	Description

	R 19. 
	A single storage management console should be able to handle the whole storage system.

	R 20. 
	The storage management console should support the handling of multiple storage arrays from different vendors (minimum IBM & EMC).

	R 21. 
	The storage management console should be able to create and perform online maintenance of the storage volumes for different operating systems, like IBM z/OS, OS400, Unix, Linux, and Microsoft Windows.

	R 22. 
	The storage management console should support management of data replication (synchronous and asynchronous between different storages).


4.3.2 Server Management Console

	#
	Description

	R 23. 
	A single server management console should be able to support all the proposed servers.

	R 24. 
	The server management console should support additional servers.

	R 25. 
	The server management console should support the managing of server virtualization.


4.4 Data Migration Tools Requirements

	#
	Description

	R 26. 
	The data migration tool should support various SQL databases including but not limited to: IBM DB2, Microsoft SQL, Oracle, and MySQL.

	R 27. 
	The data migration tool should support migration to and from flat files of various types including text, CSV, XML.

	R 28. 
	The data migration tool should support the usual XML technologies, like XSLT, XML Schema, DOM, XQuery, and XPath.

	R 29. 
	The data migration tool should be able to handle large volume of data (e.g. single tables with hundreds of millions of records).

	R 30. 
	The data migration tool should provide both visual and API interfaces to create mappings between the source and target systems.

	R 31. 
	The data migration tool should provide reporting and error reporting features.


4.5 Backup and Recovery Solution
	#
	Description

	R 32. 
	The storage solution should be able to provide backup and recovery services for any kind of data that can be stored on the storage solution.

	R 33. 
	Above the mandatory backup and recovery service for the proposed storage system, the supplier may propose an extended backup and recovery solution for the whole CAS IT System. (optional)

	R 34. 
	If proposed, the extended backup and recovery solution should provide services for the proposed new system, the current system (see Current Environment). (optional)


5 Ancillary Services
Following services shall be provided by the supplier.

	#
	Description

	7. 
	Data storage layout and configuration design

	8. 
	Installation of all hardware and software components

	9. 
	Support storage level data migration

	10. 
	Training on

- storage system maintenance

- data processing server maintenance

- backup and recovery planning and tool usage

	11. 
	1 man-month consultancy on data migration planning and usage of the proposed tools, including workshops

	12. 
	1 year warranty for all proposed hardware and software


5.1 Data Storage Layout and Configuration Design

	#
	Description

	R 35. 
	The supplier should design the storage layout and configuration of the new storage system.

	R 36. 
	The designed documents should be reviewed and accepted by CAS.


5.2 Installation

	#
	Description

	R 37. 
	The supplier should install all hardware and software components of the solution in the CAS premises.

	R 38. 
	The supplier should create an acceptance test plan to CAS in order to allow the verification of the successful installation of all components.

	R 39. 
	The supplier should support CAS during the acceptance testing of the hardware and software components of the solution.


5.3 Training
	#
	Description

	R 40. 
	The supplier must deliver the courses necessary for CAS staff to be fully trained on the usage and maintenance of all hardware and software components of the solution, including

- storage subsystem;

- data processing servers;

- backup and recovery planning and tool usage.

	R 41. 
	All training materials must be packaged for electronical delivery and accessible for on-demand requests.

	R 42. 
	The system must include full documentation (localized into Serbian and English.

	R 43. 
	All materials must be controlled and updated by the supplier as needed to reflect the production state of the system.


5.4 Data Migration Consultancy and Workshops

	#
	Description

	R 44. 
	The supplier should introduce the key features and capabilities of the data migration tool in trainings and workshops to the CAS technical audience.

	R 45. 
	The supplier should support CAS to create a migration prototype based on the information transferred to CAS during the trainings and workshops. In case if the prototype has relevant discrepancies of the expected results, the supplier should conduct the amendments to ensure CAS to have solid understanding of the tools and technologies.

	R 46. 
	All training and workshop materials must be packaged for electronical delivery and accessible for on-demand requests.


5.5 Warranty
	#
	Description

	R 47. 
	1 year warranty should be provided at CAS location by the supplier for all proposed hardware and software components. The commencement of the warranty period starts after the successful acceptance of all supplies and other service deliveries.

	R 48. 
	Appropriate backup hardware should be available for the case of emergency.


6 Schedule
From an executive view point the following schedule of activities is anticipated under the procurement process and during the implementation and rollout of the new system. (“T” means the date of signing the contract with the awarded supplier; “+” the elapsed time, measured in months.)

· T+1: Mobilization of Supplier and CAS resources to enable the deliveries the procured goods and services; Agree on the detailed work schedule

· T+3: Complete the installation of the IT equipment at CAS

· T+3: Data migration workshops

· T+4: Complete testing of the installed systems

· T+5: Rollout of the accepted system components

· Maintain the production IT environment

7 Glossary

	Term
	Definition

	ATA Carnet
	Carnet document for temporary importation of goods and equipment

	CAS
	Customs Administration of Serbia

	CCN/CSI
	Common Communication Network and Common System Interface – a technical infrastructure providing interoperability of the IT systems of the Taxation and Customs Union DG and of all National Administrations dealing with Customs, Indirect Taxation, and fight against Fraud.

	CIS
	Customs Information System

	Corridor X
	One of the pan-European corridors that runs between Salzburg in Austria and Thessaloniki in Greece and passes through Ljubljana, Zagreb, Beograd, Nis, Skopje and Veles.

	CSP/AD
	IBM Cross System Product / Application Development is a set of source code generators that allows the interactive definition, testing, generation, and execution of COBOL application programs.

	CTC
	Common Transit Convention

	DG TAXUD
	Directorate General, Customs and Taxation Union

	EU
	European Union

	FC
	Fiber Channel

	GB
	Gigabyte

	IT
	Information Technology

	NCTS
	New Computerised Transit System

	RAID
	Redundant Array of Inexpensive Disks, a system of multiple hard drives for sharing or replicating data

	SAD
	Single Administrative Document – the documentary basis for customs declarations in the EU and in Switzerland, Norway and Iceland.

	SAS
	Serial attached SCSI, a computer bus technology primarily designed for the transfer of data to and from storage devices and drives

	SATA
	Serial Advanced Technology Attachment, a computer bus interface for connecting host bus adapters to mass storage devices such as hard disk drives and optical drives

	SCA
	Serbian Customs Authority

	SCSI
	Small Computer System Interface, is a set of standards for physically connecting and transferring data between computers and peripheral devices.

	SD
	Summary Declaration

	Single Electronic Window
	The trade facilitation solution that enables international (cross-border) traders to submit regulatory documents at a single location and/or single entity.

	TB
	Terabyte

	TIR Carnet
	Carnet document under the TIR convention.

	VAT
	Value Added Tax


Annex C4 Technical Offer
Contract Title: 
Supply of [……………………………]

Publication reference: ……………………………

Column 1-2 should be completed by the Contracting Authority

Column 3-4 should be completed by the tenderer

Column 5-6 are reserved for the evaluation committee 

The tenderers are requested to complete the template on the next pages: 

· Column 2 is completed by the Contracting Authority shows the required specifications (not to be modified by the tenderer), 

· Column 3 is to be filled in by the tenderer and must detail what is offered (for example the words “compliant” or “yes” are not sufficient)  

· Column 4 allows the tenderer to make comments on its proposed supply and to make eventual references to the documentation

The eventual documentation supplied should clearly indicate (highlight, mark) the models offered and the options included, if any, so that the evaluators can see the exact configuration. Offers that do not permit to identify precisely the models and the specifications may be rejected by the evaluation committee.

The offer must be clear enough to allow the evaluators to make an easy comparison between the requested specifications and the offered specifications.

1 Supplies
	1. No.
	2. Specifications Required
	3. Specifications Offered
	4. Notes, remarks, 

ref to documentation
	5. Y/N
	6. Evaluation Committee’s notes

	13. 
	Storage solution
1 solution (15+25 TB)
	
	
	
	

	14. 
	Data processing servers
4 system
	
	
	
	

	15. 
	Storage management console software
1 management console and monitoring for the whole proposed storage solution
	
	
	
	

	16. 
	Server management console software
1 management console and monitoring for all proposed servers
	
	
	
	

	17. 
	Data migration solution
1 system with 5 concurrent user licenses
	
	
	
	

	18. 
	Backup and recovery solution
1 system with backup and recovery solution for the proposed storage solution
	
	
	
	


1.1 Storage Solution Requirements
	1. No.
	2. Specifications Required
	3. Specifications Offered
	4. Notes, remarks, 

ref to documentation
	5. Y/N
	6. Evaluation Committee’s notes

	R 49. 
	The Storage solution should fulfil the following requirements:

- RACK mount;

- Support for FC and FC SATA HDDs in the same physical enclosure or expansion;

- Support Flash-SDD disks;

- Redundant power supplies and fans.
	
	
	
	

	R 50. 
	The storage solution should provide additional capacity to existing CAS storage as folowing:
- 3 TB space on enterprise level disks with 15 krpm speed for IBM mainframe and AS/400 servers;
- 12 TB space on enterprise level disks with 15 krpm speed for open systems;

- 25 TB space on SATA disks for open systems.
	
	
	
	

	R 51. 
	The storage system should be extendable up to 80 TB with 8 storage controllers
	
	
	
	

	R 52. 
	The storage solution should have the following minimum characteristics

- Minimum 2 controllers;

- Minimum 24GB cache;

- Support for following protocols: 4 Gbps Fiber Channel, 8 Gbps Fiber Channel and 1Gbps iSCSI (over Ethernet)

- Support for Multipath I/O, fail-over and load balancing;

- Supporting DAS and SAN;

- Software support for migrating data online to and from EMC and IBM storage.
	
	
	
	

	R 53. 
	The storage system should support various operating systems including the IBM z/OS, OS400, Unix, Linux, and Microsoft Windows.
	
	
	
	

	R 54. 
	The storage system should support RAID 0, 1, 5, 6, 10
	
	
	
	

	R 55. 
	The storage system should provide:

- Support for encryption;

- Licenses to support of the attachment of unlimited servers;

- Support for dynamic expansion;

- Non-disruptive upgrades and operations;

- Hot-plug capability for all system components;

- On-line data migration within separate system layers or disk groups, with no interruption of production and data availability and no additional hardware
	
	
	
	

	R 56. 
	The storage system should provide a following virtualization characteristics:

- 24 GB cache memory per controller

- Minimum of 8 Fiber Channel Host ports

- Minimum of 4 Gigabit Ethernet iSCSI ports
	
	
	
	


1.2 Data Processing Server Requirements
	1. No.
	2. Specifications Required
	3. Specifications Offered
	4. Notes, remarks, 

ref to documentation
	5. Y/N
	6. Evaluation Committee’s notes

	R 57. 
	Chassis and Power supply

- RACK Mount

- Redundant power supply
	
	
	
	

	R 58. 
	Motherboard:

- Processor and Chipset on the motherboard with support for 64bit CPU and multicore CPU must be from the same manufacturer

- CPU sockets – min. 4

- PCIe slot – min. 6

- Rear: USB 2.0 – min. 2

- Front: USB 2.0 – min. 2

- Serial port
	
	
	
	

	R 59. 
	Processor

- Number of processors – min. 4

- Speed – min. 2.00 GHz

- Number of cores per processor – min. 8

- 64bit

- L2 Cache – min. 2 MB

- L3 Cache – min. 18 MB
	
	
	
	

	R 60. 
	Memory

- Speed – min. 1066 MHz

- ECC

- Capacity – min. 128 GB

- Extendable to 256 GB

- Standard mode installation (interleaved)
	
	
	
	

	R 61. 
	Local HD & HD Configuration

- Capacity – min. 4 TB

- Speed – min. 7.200 rpm

- SATA or Near-line SAS

- Hot-plug

- RAID 0,1,5,10
	
	
	
	

	R 62. 
	DVD ROM drive
	
	
	
	

	R 63. 
	Network interface card (NOT On-board, Integrated or Embedded)

- Dual Port, 1 GbE, PCIe slot NIC – min. 4

- NIC with Fail-over and Load-balancing
	
	
	
	

	R 64. 
	- 2 x Dual Port, 8 Gb, Optical Fiber Channel Host Bus Adapter
- Support for Multipath I/O, fail-over and load balancing;
- Software support for the existing and new storage.
	
	
	
	

	R 65. 
	Operating System Support

- Latest version of Microsoft Windows Server OS

- Linux
	
	
	
	


1.3 Management Console Requirements
	1. No.
	2. Specifications Required
	3. Specifications Offered
	4. Notes, remarks, 

ref to documentation
	5. Y/N
	6. Evaluation Committee’s notes

	R 66. 
	A single storage management console should be able to handle the whole storage system.
	
	
	
	

	R 67. 
	The storage management console should support the handling of multiple storage arrays from different vendors (minimum IBM & EMC).
	
	
	
	

	R 68. 
	The storage management console should be able to create and perform online maintenance of the storage volumes for different operating systems, like IBM z/OS, OS400, Unix, Linux, and Microsoft Windows.
	
	
	
	

	R 69. 
	The storage management console should support management of data replication (synchronous and asynchronous between different storages).
	
	
	
	

	R 70. 
	A single server management console should be able to support all the proposed servers.
	
	
	
	

	R 71. 
	The server management console should support additional servers.
	
	
	
	

	R 72. 
	The server management console should support the managing of server virtualization.
	
	
	
	


1.4 Data Migration Tools Requirements
	1. No.
	2. Specifications Required
	3. Specifications Offered
	4. Notes, remarks, 

ref to documentation
	5. Y/N
	6. Evaluation Committee’s notes

	R 73. 
	The data migration tool should support various SQL databases including but not limited to: IBM DB2, Microsoft SQL, Oracle, and MySQL.
	
	
	
	

	R 74. 
	The data migration tool should support migration to and from flat files of various types including text, CSV, XML.
	
	
	
	

	R 75. 
	The data migration tool should support the usual XML technologies, like XSLT, XML Schema, DOM, XQuery, and XPath.
	
	
	
	

	R 76. 
	The data migration tool should be able to handle large volume of data (e.g. single tables with hundreds of millions of records).
	
	
	
	

	R 77. 
	The data migration tool should provide both visual and API interfaces to create mappings between the source and target systems.
	
	
	
	

	R 78. 
	The data migration tool should provide reporting and error reporting features.
	
	
	
	


1.5 Backup and Recovery Solution
	1. No.
	2. Specifications Required
	3. Specifications Offered
	4. Notes, remarks, 

ref to documentation
	5. Y/N
	6. Evaluation Committee’s notes

	R 79. 
	The storage solution should be able to provide backup and recovery services for any kind of data that can be stored on the storage solution.
	
	
	
	


2 Ancillary Services
	1. No.
	2. Specifications Required
	3. Specifications Offered
	4. Notes, remarks, 

ref to documentation
	5. Y/N
	6. Evaluation Committee’s notes

	19. 
	Data storage layout and configuration design
	
	
	
	

	20. 
	Installation of all hardware and software components
	
	
	
	

	21. 
	Support storage level data migration
	
	
	
	

	22. 
	Training on

- storage system maintenance

- data processing server maintenance

- backup and recovery planning and tool usage
	
	
	
	

	23. 
	1 man-month consultancy on data migration planning and usage of the proposed tools, including workshops
	
	
	
	

	24. 
	1 year warranty for all proposed hardware and software
	
	
	
	


2.1 Data Storage Layout and Configuration Design
	1. No.
	2. Specifications Required
	3. Specifications Offered
	4. Notes, remarks, 

ref to documentation
	5. Y/N
	6. Evaluation Committee’s notes

	R 80. 
	The supplier should design the storage layout and configuration of the new storage system.
	
	
	
	

	R 81. 
	The designed documents should be reviewed and accepted by CAS.
	
	
	
	


2.2 Installation

	1. No.
	2. Specifications Required
	3. Specifications Offered
	4. Notes, remarks, 

ref to documentation
	5. Y/N
	6. Evaluation Committee’s notes

	R 82. 
	The supplier should install all hardware and software components of the solution in the CAS premises.
	
	
	
	

	R 83. 
	The supplier should create an acceptance test plan to CAS in order to allow the verification of the successful installation of all components.
	
	
	
	

	R 84. 
	The supplier should support CAS during the acceptance testing of the hardware and software components of the solution.
	
	
	
	


2.3 Training

	1. No.
	2. Specifications Required
	3. Specifications Offered
	4. Notes, remarks, 

ref to documentation
	5. Y/N
	6. Evaluation Committee’s notes

	R 85. 
	The supplier must deliver the courses necessary for CAS staff to be fully trained on the usage and maintenance of all hardware and software components of the solution, including

- storage subsystem;

- data processing servers;

- backup and recovery planning and tool usage.
	
	
	
	

	R 86. 
	All training materials must be packaged for electronical delivery and accessible for on-demand requests.
	
	
	
	

	R 87. 
	The system must include full documentation (localized into Serbian and English.
	
	
	
	

	R 88. 
	All materials must be controlled and updated by the supplier as needed to reflect the production state of the system.
	
	
	
	


2.4 Data Migration Consultancy and Workshops
	1. No.
	2. Specifications Required
	3. Specifications Offered
	4. Notes, remarks, 

ref to documentation
	5. Y/N
	6. Evaluation Committee’s notes

	R 89. 
	The supplier should introduce the key features and capabilities of the data migration tool in trainings and workshops to the CAS technical audience.
	
	
	
	

	R 90. 
	The supplier should support CAS to create a migration prototype based on the information transferred to CAS during the trainings and workshops. In case if the prototype has relevant discrepancies of the expected results, the supplier should conduct the amendments to ensure CAS to have solid understanding of the tools and technologies.
	
	
	
	

	R 91. 
	All training and workshop materials must be packaged for electronical delivery and accessible for on-demand requests.
	
	
	
	


2.5 Warranty

	1. No.
	2. Specifications Required
	3. Specifications Offered
	4. Notes, remarks, 

ref to documentation
	5. Y/N
	6. Evaluation Committee’s notes

	R 92. 
	1 year warranty should be provided at CAS location by the supplier for all proposed hardware and software components. The commencement of the warranty period starts after the successful acceptance of all supplies and other service deliveries.
	
	
	
	

	R 93. 
	Appropriate backup hardware should be available for the case of emergency.
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